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         The aim and tasks of the discipline: 
The aim: Practical solving of optimization control problems.

Tasks: Numerical methods for optimization control problems.
Competence: Analysis of the solving difficulties of optimization control problems.

Prerequisite: Calculus of variational and optimization methods. Differential equations. Numerical methods
Postrequisite: Numerical methods for extremum problems. Inverse problems. 

STRUCTURE AND CONTENT OF THE COURSE 

	week
	subject
	hours
	maximal mark

	Module 1. Introduction

	1


	Lecture 1. Introduction. Pontyagin’s maximum principle. Numerical methods for necessary conditions of optimality.
	1
	0

	
	Practical work 1. Pontyagin’s maximum principle. Example
	1
	3

	
	Homework 1. Example of Pontyagin’s maximum principle.
	1
	10

	Module 2. Sufficiently of the optimality conditions

	2
	Lecture 2. Sufficiently of the optimality conditions. Example of the insufficient conditions of optimality.
	1
	1

	
	Practical work 2. Proof of the sufficiently of the optimality conditions.
	1
	3

	
	Homework 2. Proof of the sufficiently of the optimality conditions.
	1
	10

	3


	Lecture 3. Sufficiently of the optimality conditions.  Proof of the sufficiently of the optimality conditions.
	1
	2

	
	Practical work 3. Proof of the sufficiently of the optimality conditions.
	1
	3

	
	Homework 3. Proof of the sufficiently of the optimality conditions.
	1
	10

	4
	Lecture 4. Singular control. Examples.
	1
	1

	
	Practical work 4. Examples of singular control.
	1
	3

	
	Homework 4. Examples of singular control.
	1
	10

	5
	Lecture 5. Singular control. Kelly’s condition.
	1
	2



	
	Practical work 5. Kelly’s condition.
	1
	3

	
	Homework 5. Kelly’s condition.
	1
	10

	Module 3. Existence and uniqueness of the solution

	6
	Lecture 6. Existence and uniqueness of the optimal control. Example of the insolvable problem with sufficiently of the optimality condition. 
	1
	1

	
	Practical work 6. Uniqueness of the optimal control.
	1
	3

	
	Homework 6. Uniqueness of the optimal control.
	1
	10

	7


	Lecture 7. Existence and uniqueness of the optimal control. Example of the insolvable problem with sufficiently of the optimality condition.
	1
	2

	
	Practical work 7. Existence of the optimal control.
	1
	3

	
	Homework 7. Existence of the optimal control.
	1
	10

	
	
	
	

	
	Border control 1 
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	8
	Lecture 8. Existence and uniqueness of the optimal control. II. Example of the insolvable problem without sufficiently of the optimality condition.
	1
	1

	
	Practical work 8. Insolvable problem without sufficiently of the optimality condition.
	1
	3

	
	Homework 8. Insolvable problem without sufficiently of the optimality condition.
	1
	8

	9
	Lecture 9. Existence and uniqueness of the optimal control. II. Example of the insolvable problem without sufficiently of the optimality condition.
	1
	2

	
	Practical work 9. Insolvable problem without sufficiently of the optimality condition.
	1
	3

	
	Homework 9. Insolvable problem without sufficiently of the optimality condition.
	1
	8

	Module 4. Well-posedness of the optimization control problems

	10
	Lecture 10. Tihonov’s well-posed problem. Example of Tihonov’s ill-posed problem. Proof of Tihonov’s well-posedness. Regularization methods.
	1
	1

	
	Practical work 10. Tihonov’s well-posed problem.
	1
	3

	
	Homework 10. Tihonov’s well-posed problem.
	1
	8

	11
	Lecture 11. Hadamard’s well-posed problem. Example of Hadamard’s ill-posed problem. Proof of Hadamard’s well-posedness.
	1
	2

	
	Practical work 11. Hadamard’s well-posed problem.
	1
	3

	
	Homework 11. Hadamard’s well-posed problem.
	1
	8

	Module 5. Additions

	12
	Lecture 12. Optimization problems with isoperimetric conditions. Necessary conditions of minimum. Example.
	1
	1

	
	Practical work 12. Necessary conditions of minimum for optimization problem with isoperimetric condition.
	1
	3

	
	Homework 12. Necessary conditions of minimum for optimization problem with isoperimetric condition.
	1
	8

	13
	Lecture 13. Optimization problems with isoperimetric conditions. Nonuniqueness of the solutions for the boundary problem.
	1
	2

	
	Practical work 13. Necessary conditions of minimum for optimization problem with isoperimetric condition.
	1
	3

	
	Homework 13. Necessary conditions of minimum for optimization problem with isoperimetric condition.
	1
	8

	14
	Lecture 14. Bifurcation of extremals. Cheffey-Infante problem.
	1
	1

	
	Practical work 14. Bifurcation of extremals.
	1
	3

	
	Homework 14. Bifurcation of extremals.
	1
	8

	15
	Lecture 15. Bifurcation of extremals. Bifurcation of solutions and bifurcation of extremals.
	1
	2

	
	Practical work 15. Bifurcation of solutions.
	1
	3

	
	Homework 15. Bifurcation of solutions.
	1
	8

	
	
	
	

	
	Border control 2
	
	100

	
	Examination
	
	100

	
	TOTAL
	
	100
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ACADEMIC POLICY OF COURSE
All work must be performed and defend within a specified time. Students who do not pass a regular job, or received for his performance of less than 50% of points, have the opportunity to work on additional specified job schedule. Students who missed labs for a valid reason must work off them in extra time in the presence of a laboratory assistant, after approval of the teacher. Students who fail to meet all types of work are not allowed to the exam. In addition, the evaluation takes into account the activity and attendance of students during class.

Be tolerant and respect other people's opinions. The objections should be formulated in a correct manner. Plagiarism and other forms of cheating are not allowed. Prompting and cheating, copying solved problems by others, passing the exam for another student are unacceptable while passing IWS, Midterm and Final exam. Student convicted of falsifying any information of the course, any unauthorized access to the Intranet, using cheat sheets, will will receive final grade «F».
Please contact the teacher during his office hours for any advices on the implementation of independent works (IWS), their presentation and defend, as well as additional information on the material covered and all the other issues that arose upon reading the course.
Forms of control and criteria of assessments:
	Score letter system
	Digital equivalent scores
	%
	Score according to the traditional system

	А
	4,0
	95-100
	Excellent

	А-
	3,67
	90-94
	

	В+
	3,33
	85-89
	Good



	В
	3,0
	80-84
	

	В-
	2,67
	75-79
	

	С+
	2,33
	70-74
	Satisfactory

	С
	2,0
	65-69
	

	С-
	1,67
	60-64
	

	D+
	1,33
	55-59
	

	D-
	1,0
	50-54
	

	F
	0
	0-49
	Unsatisfactory

	I 

(Incomplete)
	-
	-
	«Дисциплина не завершена»

(не учитывается при вычислении GPA)

	P

 (Pass)
	-
	-

	«Зачтено»

(не учитывается при вычислении GPA)


	NP 

(No Рass)
	-
	-


	«Не зачтено»

(не учитывается при вычислении GPA) 

	W 

(Withdrawal)
	-
	-
	«Отказ от дисциплины»

(не учитывается при вычислении GPA)

	AW 

(Academic Withdrawal)
	
	
	Снятие с дисциплины по академическим  причинам

(не учитывается при вычислении GPA)

	AU 

(Audit)
	-
	-
	«Дисциплина прослушана»

(не учитывается при вычислении GPA)

	Att. 
	
	30-60

50-100
	Attested

	Not att.
	
	0-29

0-49
	Not attested

	R (Retake)
	-
	-
	Повторное изучение дисциплины


The syllabus was considered
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Lecturer , Professor
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	Monte Carlo Methods and Applications 


	Serovajsky S. Practical Course of the Optimal Control Theory with Examples. – Almaty, Қазақ университеті, 2011.
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	 K.K. Shakenov.  Monte Carlo Methods and Applications. Methodical working. Almaty, KazSU, 1993. (In Russian).
	
	3


	
	
	
	
	
	

	
	
	 Sh. Smagulov, K.K. Shakenov.  Monte Carlo Methods in Hydrodynamic and Filtration Problems. 

    Publishing House “Kazakh University”, 1999. P. 270.  (In Russian).
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